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Abstract

In this study we investigate how semantic
category disambiguation can be used to sup-
port other Natural Language Processing tasks
and annotation efforts. While previous re-
search has mostly cast semantic category dis-
ambiguation purely as a classification task, we
propose a task setting analogous to dynamic
width beam search that allows for multiple se-
mantic categories to be suggested while aim-
ing to minimise the number of suggestions
and maintain high recall. We base our ap-
proach on a recent machine learning-based
system and evaluate it on six recently intro-
duced corpora, one incorporating as many as
17 semantic categories, our system performs
in the recall range of 98.6% to 99.5% while
keeping the average number of semantic cate-
gories proposed in the range of 1.3 to 2.0. The
level of performance suggests that the sys-
tem is adequate to meet the human require-
ments of human annotators and could suc-
cessfully be used for annotation support. The
introduced system and all related resources
are freely available for research purposes at:
https://github.com/ninjin/simsem

1 Introduction

Semantic category disambiguation is a key sub-task
of several core problems in Natural Language Pro-
cessing (NLP) such as co-reference and coordina-
tion resolution. It is of particular importance for
Named Entity Recognition (NER) which is con-
cerned with the detection and demarcation of seman-
tic category mentions in text. Conceptually, NER in-
volves two sub-tasks that must be solved: detecting

entity mentions and determining to which semantic
category a given mention belongs.

An example of a practical application which re-
quires semantic category disambiguation is the an-
notation of textual spans or documents. For exam-
ple when assigning labels such as those of ICD-10
(Resnik et al., 2006) or producing annotations to
train information extraction systems (Verspoor et al.,
2009). For any assignment task there are cognitive
limitations on the number of distinct categories a
human annotator can process before falling victim
to degrading performance. Thus an automated sys-
tem could assist annotators by limiting the number
of categories presented to the user, excluding those
which are clearly irrelevant.

However, such a system would be subject to much
scrutiny and must therefore have a very high degree
of recall not to cause frustration over the system it-
self while at the same time limit the number of cate-
gories presented to the highest degree possible, even
when the amount of training data is sparse.

2 Previous Work

Although semantic category disambiguation is cen-
tral to NER, there have been relatively few in-
domain studies investigating semantic category dis-
ambiguation as a stand-alone task. However, re-
cently a few publications has investigated this task
in isolation.

Cohen et al. (2011) presented a fast and reliable
approach to associating a given textual span to one
or several ontologies. The method was based on a
set of manually crafted rules and achieved a macro-
level accuracy ranging from 77.1% to 95.5% when
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Figure 1: Example of typed text-bound annotations
from Pyysalo et al. (2011)

determining from which ontology a given annotation
in a corpus was derived from.

In recent work (Stenetorp et al., 2011b) we in-
troduced a machine learning-based method that em-
ployed approximate string matching of textual spans
to several large-scale lexical resources for the pur-
pose of semantic category disambiguation. Em-
ploying lexical resources such as dictionaries cov-
ering specific semantic categories is commonplace
for state-of-the-art NER systems (Torii et al., 2009;
Ratinov and Roth, 2009), but approximate string
matching was a novel aspect. We evaluated the
method on several datasets and achieved results
ranging from 85.9% to 95.3% in macro-level accu-
racy. However, we failed to establish a clear sys-
tematic benefit of approximate, as opposed to strict,
string matching for all datasets.

Since our aim is to evaluate the performance of
semantic category disambiguation for assisting other
tasks such as annotation, the approach of Cohen et
al. (2011) has two limitations. It assumes that the se-
mantic categories are defined by ontology resources
and therefore it is unable to adapt to an annotation
target that doesn’t match the ontological resources
available. Secondly, unlike Stenetorp et al. (2011b)
their approach does not provide ranking or classifi-
cation confidence. Since this makes it less suitable
in a setting where the number of suggested cate-
gories are to be kept to a minimum, as is the case
for annotation support, we choose to extend our pre-
vious system and evaluate its applicability to support
other NLP tasks.

3 Methods

3.1 Task Setting

Given a text and a continuous textual span, we clas-
sify and assign one category out of several semantic
categories from a fixed set. Figure 1 illustrates the
style of text-bound annotations1 and the possibility

1Visualised using: https://github.com/TsujiiLaboratory/stav

of overlapping spans with different semantic cate-
gories.

While in Stenetorp et al. (2011b) we cast seman-
tic category disambiguation purely as a classifica-
tion task and Cohen et al. (2011) as a classification
task with multiple possible correct labels, we sug-
gest to take a different perspective. We propose a
task setting where we allow the method to return
multiple suggestions for a given annotation. This
setting is analogous to beam search with a dynamic
width beam (Ney et al., 1992) in that it must main-
tain high recall while keeping the number of sugges-
tions at a minimum and is also conceptually similar
to scoring methods such as Mean Reciprocal Rank
from the field of Information Retrieval. This ful-
fils our goal of capturing the cognitive burden on
a human annotator having to determine the correct
answer among multiple suggestions and also cap-
tures how well a method can estimate it’s own per-
formance when passing on suggestions to another
system.

4 Experimental Set-up

4.1 Metrics

We train our model and produce learning curves
with data points using: [5%, 10%, . . . , 100%] of the
training data respectively. For each data point we
measure the ambiguity which is the average num-
ber of suggested categories and recall by the num-
ber of correct categories left out by the system. At
each data point we take several random samples of
the current data size and use the mean of the perfor-
mance over the samples. Results for each metric are
provided as the mean of the data points of the learn-
ing curve (analogous to the Area Under the Curve).

4.2 Models

In parallel with our experiments we constructed and
evaluated several models in addition to those previ-
ously published for our system. For details regard-
ing these models and their performance we refer the
reader to Stenetorp et al. (2011a).

For the task setting we introduced in Section 3.1
we need to adapt our system so that it is capable of
determining how many categories to propose for a
given annotation. Our machine learning method pro-
vides probabilistic output which can be used to de-



Data set µAmb. Amb. µRecall Recall

EPI 1.8/89.4% 1.3/92.4% 99.5% 99.4%
ID 2.9/81.9% 1.9/88.1% 98.8% 98.6%
GE 2.1/80.9% 1.7/84.5% 99.4% 99.5%
SSC 2.0/50.0% 1.7/57.5% 99.6% 99.5%
NLPBA 1.8/64.0% 1.6/68.0% 99.1% 99.1%
SGREC 2.4/60.0% 2.0/66.7% 98.7% 98.6%

Table 1: Performance by ambiguity level/reduction
(Amb.) and recall for mean (µ) over the learning
curve and when all training and development data
was used as training data

termine the confidence the system has for a given an-
notation and we can then select a confidence thresh-
old limiting the number of suggestions. The sys-
tem is set to return the smallest collection of sug-
gestions so that the sum of the confidence for all
the suggestions returned reach the given threshold,
this will return from 1 to the total number of cate-
gories in the dataset suggestions. For example: For a
textual span we have the categories and confidences
[PROTEIN 90%, ORGANISM 6%, CHEMICAL 4%]
and a confidence threshold of 95%. The system
would present PROTEIN and ORGANISM since given
the confidence threshold we can discard CHEMICAL

at the risk of dropping recall but with the benefit of
reducing the ambiguity of the output.

4.3 Corpora

We evaluate our proposed model on the six datasets
used in Stenetorp et al. (2011a), due to space re-
quirements we refer the reader to the previous pub-
lication for additional information on the datasets
used. All the datasets were randomly separated into
training, development and test sets consisting of 1/2,
1/4 and 1/4 of the annotations respectively. The test
set was kept hidden during development and was
only used to generate the final results prior to sub-
mitting the publication.

5 Results and Discussion

We performed a small set of experiments on the de-
velopment set and found that a confidence threshold
of 99.5% and INTERNAL-SIMSTRING with a cosine
threshold of 0.4 (Stenetorp et al., 2011a) to be the
best model and decided to use it for our final exper-
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Figure 2: Learning curves for ambiguity and recall

iments.
In Figure 2a and Figure 2b we can see the lower

end of the learning curves for ambiguity and re-
call for all datasets. When it comes to the level of
ambiguity and recall our results look very promis-
ing. While at first this may be surprising it is not
unintuitive, the system has simply prioritised recall
over ambiguity since the optimisation target for our
model is accuracy.

For Figure 2a we see that the ambiguity quickly
drops to a manageable level, as per Table 1 the re-
duction in the number of semantic categories is on
average at least 50% for each dataset. Our most im-
pressing results are for EPI where for even the small-
est training size data point the number of categories
are reduced from 17 to ∼4.5, using all the training



data the output only exposes 10.6% of the 17 cat-
egories which is a considerable reduction. For all
datasets the results are achieved while recall stays
consistently at ∼99% which is a tolerable level.

It should also be noted that although our results
are promising, whether or not they are sufficient for
a human annotator or to support another NLP system
is a different matter. In particular for human annota-
tors it may be necessary to weight the recall versus
ambiguity very carefully, perhaps even to suit each
annotator’s needs, which can easily by controlled
for our proposed method by adjusting the confidence
threshold. A human annotator may tolerate a lower
level of recall in favour of lower ambiguity, a co-
reference resolution system would be more likely to
prefer close to perfect recall at the cost of higher am-
biguity.

6 Conclusions and Future Research

In this paper we have investigated ways in which se-
mantic category disambiguation can be used to sup-
port other NLP tasks and act to support a human an-
notator. Having introduced a task suitable for mea-
suring a systems performance for such a setting and
adapted an existing method for it we find that our
recall is ∼99% for all datasets while we are capable
of reducing the average number of suggested cate-
gories to at least 50% of the original number of cat-
egories. A level which is easily manageable by hu-
man annotators.

For future research we intend to incorporate our
system into an annotation tool and measure the im-
pact on annotator performance if we reduce the
number of categories presented to the annotator,
possibly even requiring no annotator feedback if
only one category is enough to meet the confidence
threshold. We will also seek to investigate if the sys-
tem can be used as a safe-guard to prevent annota-
tion mistakes which are simple slips by the annotator
and is a common source of errors for manually anno-
tated corpora. This can be done by raising a warning
if the annotators judgement largely disagrees with
that of the systems, either interactively or as a post-
processing step to verify annotation quality.

Our system, additional results and related re-
sources are freely available for research purposes at:
https://github.com/ninjin/simsem
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